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Abstract: Vergence-accommodation conflict (VAC) is a common annoying issue in near-eye
displays using stereoscopy technology to provide the perception of three-dimensional (3D)
depth. By generating multiple image planes, the depth cues can be corrected to accommodate a
comfortable 3D viewing experience. In this study, we propose a multi-plane optical see-through
augmented reality (AR) display with customized reflective polarization-dependent lenses (PDLs).
Leveraging the different optical powers of two PDLs, a proof-of-concept dual-plane AR device is
realized. The proposed design paves the way to a compact, lightweight, and fatigue-free AR
display.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Augmented reality (AR) displays have found widespread applications in healthcare, education,
engineering, and gaming. One of the major challenges of AR displays is to present natural-looking
three-dimensional (3D) images for comfortable viewing experiences. Conventional stereoscopic
AR products leverage binocular stereo vision to create the illusion of depth [1]. Nevertheless,
this technique fails to match the vergence distance with the accommodation distance, resulting in
visual fatigue, discomfort, and even nausea [2]. With the demand for providing correct focus cues,
several methods have been developed, such as light field displays [3–6], holographic displays
[7–10], multifocal displays [11–19], varifocal displays [20–22], and volumetric displays [23,24].

A multi-plane display can establish multiple focal depths to match the varying vergence distance
perceived by binocular vision. Several implementations encompass spatial-multiplexing [11,12],
time-multiplexing [14–16,18], polarization-multiplexing [17], and wavelength-multiplexing [19].
Overall, they can be categorized into power-based [16,17] and distance-based types [15,18].
The power-based approach relies on the imaging optics with a tunable focal length, while the
distance-based method alters the optical path difference (objective distance). With respect to
the elements providing tunable optical powers, the gradient-index LC lenses are widely used
in the varifocal displays due to their continuous control of focal lengths [20–22]. In multifocal
displays, some approaches adopt the Pancharatnam-Berry phase lens exploiting the opposite
phase profiles with orthogonal circular polarizations to implement a multifocal virtual reality
system [16,17]. However, transforming the systems into AR displays needs an additional optical
see-through combiner. One of the distance-based approaches is to use a Savart plate to distinguish
the optical path lengths between the ordinary and the extraordinary beams by double refraction
[25]. Nevertheless, the tradeoff is increased volume size due to the thick Savart plate, and a beam
splitter is deployed to enable the see-through ability. Another approach based on cholesteric liquid
crystal (CLC) films is demonstrated [18]. Circularly polarized lights with opposite handedness
offer different optical path lengths by arranging the CLC films at different positions. Nonetheless,
a beam splitter is still needed to accommodate the on-axis feature of CLC films. Furthermore, an
additional distance between CLC films should be counted for projecting more focal planes at
different depths, which would also increase the display volume.
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Diffractive optical devices with patterned CLC have been proven useful in wearable displays
[26–31]. Such CLC-patterned diffractive optics features thin form factor, lightweight, low cost,
polarization selectivity, and potentially tunable reflection band with high efficiency. Unlike
traditional holographic optical elements, the CLC devices could adapt to a wider angular and
spectral response, making them more compatible with various display devices. CLC lenses can
be classified into off-axis and on-axis types. The main difference between them is the transverse
periodicity. The off-axis lens integrating the function of a lens and a grating provides a large
diffraction angle, and can be used as a coupler or combiner in AR displays [28,30,31]. However,
it may cause large aberrations depending on how it is used. When it is used as an imaging element
for Maxwellian view, the system is free from the aberration if the incident waves satisfy the
Bragg-matching condition. However, the tradeoff is reduced eyebox size. And in a conventional
imaging system, it suffers from a noticeable aberration due to its relatively large diffraction
angle. In comparison, the on-axis type only featuring the lens function exhibits a better image
performance and can be employed as a chromatic aberration corrector in a virtual reality display
system [29].

In this paper, we propose a multi-plane optical see-through AR display with customized
polarization-dependent lenses (PDLs) based on CLC patterning. PDLs with different diopters
serve to provide image planes at different depths. In Sec. 2, we demonstrate the system design
and simulation model using sequential ray-tracing analysis. This is followed in Sec. 3 by showing
the fabrication procedures and lensing performance. Finally, we implement a proof-of-concept
dual-plane AR display to verify its feasibility. Further improvements and diversities of the system
are also discussed. Such a design is promising for 3D AR displays.

2. System design

Figure 1 shows the system configuration consisting of an image source, a polarization rotator
(PR), and two customized PDLs. The polarization rotator includes a linear polarizer, a switchable
twisted nematic (TN) cell, and a quarter-wave plate (QWP) film. By switching on and off the TN
cell, two orthogonal linearly polarized (LP) lights can be generated. After passing through the
QWP film, they will be turned into RCP (right-handed circularly polarized) or LCP (left-handed
circularly polarized) light. The PDL follows the CLC polarization-selectivity rule. In experiment,
we designed two PDLs with different optical powers for RCP and LCP. The image source is
placed within one focal length of the PDL to generate virtual images, and two image planes
would appear at different depths. It is noteworthy that instead of utilizing a beam splitter as
the system combiner, the PDLs are positioned at 22.5° relative to the eye pupil. In practical
applications, head-mounted display manufacturers tend to place the image plane at around 2 to 3
m to cover a wide range of observable virtual space without any obvious adverse effects [32]. In
mixed reality (MR) headsets, the arm’s-length display interaction is involved, so the image plane
should be closer. The depths of image planes are calculated by thin lens equation in the paraxial
approximation [33].

The sequential raytracing is used to quantitatively evaluate the image performance of the system
performed by the commercial software OpticStudio. The PDLs behave like volume holographic
optical elements [34], whose interference patterns are recorded on a photosensitive material.
The hologram involves two distinctive stages: the construction step and the playback step. The
construction step records the pattern on a photosensitive material by interfering two coherent
beams (recording beam and reference beam). When constructing a reflective holographic lens,
two beams are distributed on opposite sides of the photosensitive material. In the playback stage,
matching the incident beam with the reference beam could render a diffraction-limited system.
Also, the imaging wavelength is the same as the construction wavelength. The simulated 2D
optical layout is illustrated in Fig. 2(a). The system has an eye relief of 30 mm with a circular
field-of-view (FOV) of 20° accompanied by a 4-mm eyebox. Herein, we only simulate one PDL
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Fig. 1. Schematic illustration of the dual-plane AR system. LCD: Liquid crystal display;
PR: Polarization rotator. R-PDL and L-PDL reflect RCP and LCP lights, respectively.

for simplicity. The material for the QWP is set as PMMA. Figure 2(b) shows the optimized spot
diagrams with root-mean-square (RMS) radii at different fields. During the optimization, we
kept the distances between each surface constant and tuned the angle of the image plane with
respect to the hologram surface. At the 0° field, the RMS spot is enclosed within the Airy disk,
which is 8.488 µm in radius. Nevertheless, the aberrations become more noticeable when the
FOV gets larger. This issue will be discussed later in Sec. 4.

Fig. 2. (a) 2D optical layout of a simplified system with one PDL at 3-m depth. (b) Standard
spot diagrams with RMS radii at different fields.

3. Optical component fabrication

A commonly adopted method to record a PDL profile is the photo-alignment polarization
holography, where the interference patterns are produced by two CP light beams [35]. A modified
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Mach-Zehnder interferometer, shown in Fig. 3(a), serves as the exposure setup. The employed
laser is Cobolt Twist 457 nm. The filtered and collimated laser beam is split into two orthogonal
arms (TE and TM) by the first polarization beam splitter (PBS), and the ratio of two beams can
be adjusted by the half-wave plate (HWP). A template lens (TL) is inserted into optical path
1 to generate the desirable phase profile. The TE wave is reflected twice by mirrors and then
recombined with the transmitting TM wave after passing through the second PBS. Then the QWP
converts the TE and TM waves into RCP and LCP. The resulting interference pattern is recorded
on the sample substrate coated with a photo-alignment layer. The sample preparation started from
cleaning the glass substrate by using ethanol and organic solvents followed by 10-min UV-O3
cleaning. Next, a photo-alignment layer was spin-coated onto the clean substrate to create a
uniform thin film. The photo-alignment material we used is Brilliant Yellow (BY), which was
dissolved in the dimethylformamide (DMF) solution. Then the substrate was exposed under
interfering beams. After exposure, we spin-coated the CLC polymer diluted in toluene at 1:2.5
by weight onto the patterned surface. We prepared two recipes of CLC polymers, and both are
composed of RM257 (94.27%), chiral dopants (2.53%), photo-initiator Irgacure 651 (3%), and
surfactant Zonyl 8857A (0.2%). The difference is that one is doped with chiral dopant R5011
(HCCH, China) for fabricating the R-PDL, and the other is doped with chiral dopant S5011
(HCCH, China) for fabricating the L-PDL. The ratio of chiral dopants needs to be carefully
considered to provide an accurate cholesteric pitch and the central wavelength at an incident
angle (θin). The relation between the central wavelength under an off-axis (λoff ) and on-axis (λon)
incident angle is described by λoff = λon × cos (θin). Our target central wavelength at θin= 22.5°
is around 530 nm, which corresponds to λon≈573 nm. The cholesteric pitch is equal to λon
divided by the average refractive index of RM257 (nave= 1.59 at λon= 573 nm). As a result, the
designed cholesteric pitch is 359 nm, and then the chiral dopant concentration can be calculated
accordingly. Finally, the samples were polymerized by a UV light. More detailed fabrication
procedures can be found in [36].

The key part of this exposure setup is the position and orientation of the sample substrate. To
achieve the desired photo-alignment pattern, we should keep the two beams with same intensity.
Thus, the simplest way is to put the sample substrate at the position which is twice the focal length
of the TL. In this case, the recorded phase profile will be the same as that of the TL. Generally,
recording an on-axis lens pattern is to place the sample substrate at the plane perpendicular to the
beam propagation direction [37]. The corresponding phase profile (φ) is expressed as:

φ =
2π
λ

(︃√︂
r2 + f 2 − f

)︃
, (1)

where λ is the wavelength used in the imaging, r is the lens radius, and f is the focal length of the
sample. This kind of lens could exhibit diffraction-limited characteristics for the normal incident
light. Otherwise, the aberrations inevitably arise for the off-axis light rays. Consequently, to
potentially acquire a diffraction-limited image at a specific oblique incident angle, we rotate the
sample substrate around the x-axis counterclockwise by an angle θ = 22.5°, as shown in Fig. 3(a).
In this case, the recorded phase profile is recalculated as:

φ =
2π
λ

(︃√︂
x2 + y2 + f 2 + 2xfsinθ − f − xsinθ

)︃
, (2)

where x and y represent the coordinates of a point on the lens, and θ is the rotation angle.
Figure 3(b) shows the simulated phase distribution at θ = 22.5°. The patterned rings will look
more like ellipses if the rotation angle becomes much larger.

In our experiment, two PDLs are designed with different phase profiles. Figure 3(c) further
illustrates the working principles of the recording and imaging steps of these two PDLs. In the
imaging stage, the incident wave satisfies the Bragg-matching condition, and the reconstruction
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Fig. 3. (a) The exposure setup for 2D patterning. M: mirror; TL: template lens; PBS:
polarizing beam splitter; S: sample substrate; θ: rotation angle. ① indicates optical path 1.
② indicates optical path 2. (b) Simulated phase profile. The color bar indicates the phase
ranging from 0 to 2π. (c) Working principles of the R-PDL and L-PDL in the recording and
imaging steps.

wave is the mirror reflection upon the sample of the extended ray of the other exposure beam.
The diverging reconstructed beams can also be derived from the Gaussian lens equation. The
system configuration shows the input beams on both PDLs share the same shape, but the output
beams have different profiles. We assume the output beams are parallel in the case of 3m-depth.
To record the R-PDL phase profile, we simply place a target TL (f 1=8 cm) in the optical path 1 to
mimic the input beam of the system at the 0° field. The distance between the TL (f 1=8 cm) and
the sample substrate is equal to 2f 1. The optical path 2 mimics the parallel output beam. Thus,
R-PDL works for the far depth in the imaging stage. To get the L-PDL phase profile, the TL in
optical path 1 is retained, and another TL (f 2=30 cm) is added to the optical path 2 to mimic the
other output beam. The distance between the TL (f 2=30 cm) and the sample substrate is equal to
2f 2. When it is used in the imaging system, the output beams turn into diverging waves, whose
reversed converging extension rays focus on the image plane at the near depth.

4. Results and discussions

4.1. Lens characterization

We fabricated two PDLs in response to RCP and LCP lights. They possess different optical
powers but work in the same wavelength range. Figures 4(a) and 4(b) show the photographs of the
fabricated R-PDL circled with white dashed lines. The green image observed in Fig. 4(a) is the
ceiling fluorescent lamp in our lab. The lens surface is quite clear and uniform. The text shown
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in Fig. 4(b) is imaged through the lens. Considering its practical use in the proposed system, we
measured its normalized transmittance at an oblique incident angle (θin=22.5°), as plotted in
Fig. 4(c). The inset figure illustrates the measurement setup. The reflection efficiency is about
90% for the RCP light. Establishing sufficient Bragg pitches (∼10 pitches) contributes to a higher
efficiency, but it requires a thicker film. However, the spin-coating method may potentially limit
the thickness of deposited layers. Employing a thick liquid crystal cell is conducive to improving
efficiency, and the cell gap thickness can be freely controlled [29]. We also examined the LC
alignment quality under the polarizing optical microscope, as shown in Fig. 4(d). The elliptical
rings further prove the phase profile to be consistent with the theoretical analysis.

Fig. 4. Photos of (a) the fabricated R-PDL and (b) texts imaged through the R-PDL. The
lens areas are circled by the white dashed lines. (c) The measured normalized transmission
spectrum of the R-PDL at 22.5° with respect to the horizontal line. The inset illustrates the
measurement setup. (d) The polarizing optical microscope image.

4.2. Breadboard performance

To experimentally verify the feasibility of the proposed system, we implemented a green-color
dual-plane AR display system by utilizing the fabricated PDLs. The input images were displayed
on a commercial 0.5-inch OLED micro-display with 1024-by-768 resolution. The polarization
rotator module consists of a linear polarizer, a switchable TN cell, and a QWP. We filled a
liquid crystal (ZLI3285, Merck) into a commercial TN cell (cell gap d≈3.4 µm) and applied
an AC voltage to control the on- and off-states. And the QWP converts two orthogonal linear
polarizations into two opposite circular polarizations. Two real objects were put at ∼25 cm and
∼3 m, respectively. The display panel was put at ∼6.7 cm away from the two stacked PDLs.
Then we simultaneously switch the polarization rotator and the computer-generated images to
create two image planes. The camera was positioned at ∼3 cm in front of the PDLs to capture the
images through PDLs. As shown in Fig. 5(a), when the camera was focused at 25 cm, both the
doll and ‘LCD’ image look clear, while the far objects and ‘UCF’ logo are strongly blurred. On
the contrary, when the camera is focused at 3 m, both the objects on the wall and ‘UCF’ logo
could be clearly observed, while the doll and ‘LCD’ are very blurry as Fig. 5(b) shows. The
sizes of virtual images appear to be different due to different magnifications of two depths. The
‘UCF’ image represents a horizontal FOV of about 10°. The experiment was conducted under
the yellow ambient ceiling light, which is a combination of green and red colors. The green
component is reflected by our CLC lenses. As a result, mainly the red color is observed, as Fig. 5
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shows. This can be alleviated by reducing the reflection efficiency of the lens. The reflective
PDL based on the principle of CLC only works for a specific angular and wavelength bandwidth.
The light outside the bandwidth will pass through the lens. The light within the bandwidth from
a real-world scene will be reflected by the PDL and does not enter the observer’s eye, while the
rest will pass through the PDL without any imaging effect. As a result, the real-world scene will
not be distorted by the PDL.

Fig. 5. Captured images of the dual-plane AR display system when the camera is focused at
(a) 25 cm and (b) 3 m, respectively.

The BY layer recording the pattern under blue laser irradiation has been widely reported.
When the PDL is implemented in the imaging system operating at other wavelengths, it will
cause additional aberrations due to the mismatched wavelength. Two methods are available to
circumvent this problem. One way is to adopt a green laser to record the pattern. It has been
verified that the photo-alignment layer (PAAD-72, BEAM Co.) could effectively work under green
laser exposure [38]. The recording ability of BY material at green and red wavelengths is still
under investigation. The other approach is to design a freeform template lens to pre-compensate
for the correlated aberrations [39]. As for the optical aberration caused by the off-axis rays, it
could be partially corrected by the digital compensation method through pre-processing the input
image contents. This adds some burden on the computational load and power consumption.
Another choice is to use the freeform compound lens to fulfill optical correction. Furthermore, a
full color display could also be implemented by stacking multiple PDL films working at primary
RGB wavelengths or synthesizing RGB colors into one PDL cell [29].

4.3. Discussion

We have successfully demonstrated a dual-plane AR display implemented by PDLs with opposite
circular polarization responses. Although PDLs are limited to two circular polarization states, the
number (N) of focal planes can be increased by utilizing active half-wave plates and customized
PDLs. Figure 6 depicts the system configuration of multiple focal planes (N=3). We assume the
incident light has RCP state modulated by a LP and QWP, and the PDLs respond to LCP light.
PDLs possess different optical powers. When HWP-1 is switched on, the incident RCP light is
converted to LCP and then is reflected by PDL-1 and imaged at a specific depth. Similarly, if
we only switch on HWP-2, the incident RCP light will only be reflected by PDL-2 and imaged
at another depth. Correspondingly, virtual images could be projected to the designated Nth

focal plane by switching on the Nth HWP. It is noteworthy that the incident angles on HWPs
are determined by the system’s FOV. Thus, a compensation film is required to accommodate
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a large range of incident angles in a wide FOV system. In addition, if the incident light is not
totally reflected by the working PDL, the leaked light will continue to work on the next PDL,
resulting in ghost images. This can be mitigated by turning on the HWP behind the working PDL
to convert the LCP back to RCP light. A more critical factor for its practicality in AR systems
is that how much the light in the real-world scene will enter the system. In our demonstrated
configuration, the transmittance of the outside view entering the system can be approximated by
the following equation:

T = (50% + 50% × (1 − R))N , (3)

Fig. 6. Illustration of multi-plane system configuration. Each PDL provides a different
optical power. Each HWP serves to open a channel to project the virtual images at different
depths.

where N is the number of PDL, and R is the reflection efficiency of each PDL. If the system is
rendered with 6 planes and we assume each lens has 10% reflection efficiency, then from Eq. (3),
the transmittance is 73%. The lens with 10% reflection efficiency could provide a displayed
image with an ambient contrast ratio >3:1 in our proposed AR system, depending on the adopted
display panel.

5. Conclusion

We propose a multi-plane optical see-through AR display with customized reflective polarization-
dependent lenses (PDLs). The PDLs are fabricated using patterned CLC polymers, thereby
following the polarization-selectivity rules. In the demonstrated prototype, we design the PDLs
with different optical powers in response to opposite circular polarizations, so two virtual images
are projected at different depths using time-multiplexing technique. To build a more advanced
system, we propose to use active HWPs to control each channel and enable the corresponding
PDL to create more focal planes at different depths. The fabricated PDL exhibits ∼90% reflection
efficiency at the desired wavelength and shows a clear surface with high uniformity. The proposed
design could become a promising approach enabling small form-factor platforms for AR displays.
Funding. Goertek Electronics.
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